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The recently described molecular mechanics Poisson-Boltzmann surface area (MM-PBSA)
method for calculating free energies is applied to a congeneric series of 16 ligands to p38 MAP
kinase whose binding constants span approximately 2 orders of magnitude. These compounds
have previously been used to test and compare other free energy calculation methods, including
thermodynamic integration (TI), OWFEG, ChemScore, PLPScore, and Dock Energy Score. We
find that the MM-PBSA performs relatively poorly for this set of ligands, yielding results much
inferior to those from TI or OWFEG, inferior to Dock Energy Score, and not appreciably better
than ChemScore or PLPScore but at an appreciably larger computational cost than any of
these other methods. This suggests that one should be selective in applying the MM-PBSA
method and that for systems that are amenable to other free energy approaches, these other
approaches may be preferred. We also examine the single simulation approximation for MM-
PBSA, whereby the required ligand and protein trajectories are extracted from a single MD
simulation rather than two separate MD runs. This assumption, sometimes used to speed the
MM-PBSA calculation, is found to yield significantly inferior results with only a moderate net
percentage reduction in total simulation time.

Introduction
In the early 1980s, the first of what would prove to

be a small torrent of papers devoted to macromolecular
free energy calculations appeared in the literature.1-3

Early publications described the approach, which had
been known for many years4 but which had just been
made practicable by galloping advances in computer
speed and affordability. Within a year or two, publica-
tions appeared that seemed to indicate that these so-
called free energy perturbation (FEP) or thermodynamic
integration (TI) calculations could easily and reliably
be used to determine the free energy difference between
molecules or molecular states.5-7 A handful of very high
profile papers demonstrated amazingly good agreement
between theoretical prediction and experiment and
moved interest in these methods beyond the confines
of the modeling community and into the scientific
mainstream. Modern macromolecular computational
chemistry (spearheaded less than a decade earlier with
the publication of the first molecular dynamics simula-
tions) had, it seemed, come of age.

Alas, reality intervened. When free energy methods
were taken up by laboratories that had not traditionally
concerned themselves with modeling endeavors, they
discovered that they were unable to reproduce the
promised close agreement between theory and experi-
ment when the methods were applied to their favorite
systems. Subsequently, more careful applications of the
free energy approaches were carried out in various
groups, and it was quickly discovered that much of the
agreement claimed in early landmark mainstream
papers was probably fortuitous.8-15 The reality of the
situation was that these simulations were much more

difficult than originally thought to carry out and that
appreciably more computer simulation time was re-
quired to achieve reliable results. In fact, the amount
of simulation required to reliably determine a free
energy value for even a simple system was more than
was generally available until the 1990s, when the needs
of the simulations and the amount of computing power
available to the average laboratory finally started to
converge. Now, nearly 2 decades hence, we are finally
at a point where free energy simulations can be reliably
carried out, though still only for carefully selected
systems and with a significant investment of computer
resources. The democratic “free energy calculation in
every lab’s pot” promised by the early conscience raising
papers in the field never materialized and most likely
never will.

If the initial oversell of free energy calculations was
not enough to spoil mainstream interest in these ap-
proaches, surely the changes in other facets of drug
design did not help. Twenty years ago (at the dawn of
the free energy era) drug design consisted of identifying
a lead from a modest screening library, then optimizing
that lead at the chemistry bench. Today, virtual and
combinatorial screening libraries that are hundreds or
thousands of times bigger are available and bench
optimization is performed in conjunction with high-
throughput combinatorial synthesis about a targeted
scaffold.16-18 The keywords for today’s approaches are
big and fast: Large screening libraries are screened
quickly, which speeds the identification of leads, which
are then often subjected to faster optimization through
combinatorial synthesis. Traditional FEP and TI (inher-
ently slow even with very fast computers) are simply
not complementary with these types of approaches.
Meticulous bench chemistry is still required near the
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end of the process, and this is where TI or FEP can be
useful, but these approaches have been somewhat
marginalized in the high-throughput world of com-
mercial drug design.

This has led to the search for faster and more
generally applicable methods to calculate free energies.
Recently, several approaches have caught the fancy of
the modeling world.19-27 Perhaps most intriguing of
these is the molecular mechanics Poisson-Boltzmann
surface area (MM-PBSA) method,24-26 wherein the
absolute free energy of a system is estimated from a
combination of molecular mechanics energy, a Poisson-
Boltzmann estimate of the electrostatic free energy,28

an estimate of the solvation free energy determined from
the exposed surface area, and an estimate of the entropy
of the molecule derived from a normal modes calcula-
tion. In principle, this approach is much more widely
applicable than FEP or TI because it can be applied to
any species (FEP and TI, which calculate free energy
differences between two molecules, are practically lim-
ited molecules that are relatively similar29). Depending
on how the calculations are performed, it may also be
faster to apply. It also shares something else with FEP
and TI: Initial publications have indicated that the
approach works surprisingly well on test systems.24,30-36

However, there is as yet very little published data
directly comparing the predictions of MM-PBSA with
those of other, more established methods on the same
system. Therefore, in this paper we attempt to apply
the MM-PBSA method to a test set of data that we have
previously used to test a variety of mostly better-known
modeling approaches.37 Methods already tested against
this set are among the best in current use:38 TI,29 one
window free energy grid (OWFEG),23 ChemScore,39,40

piecewise linear potential (PLP),41 and Dock Energy
Score.42,43 The test set consists of 16 congeneric ligands
that bind to the active site of p38 MAP kinase protein,44

with an experimental range of roughly 3 orders of
magnitude in IC50. In simple number of compounds and
in terms of demonstrated difficulty for other approxi-
mate methods, this is a more rigorous test bed than
often appears in model simulations.45

Methods

The p38 MAP kinase test bed consists of the 330-
residue protein plus a set of 16 congeneric ligands
differing in the attachments at positions R1, R2, and R3
(Figure 1 and Table 1). The small groups R1, R2, and R3
are variously H, Cl, F, Br, CH3, OH, or NH2 and are
listed in Table 1. The experimental IC50 values for these
ligands range from 36 to 1900 nM, roughly 2 orders of
magnitude. The set of ligands was chosen both to be
representative of the types of changes one considers
during the process of drug design (once a scaffold has

been chosen) and to span a significant range in IC50. In
addition, the IC50 values were measured in a consistent
fashion37 and the relative binding efficacies are not
intuitively predictable. Finally, and perhaps most criti-
cally, scoring ligands against the p38 MAP kinase
protein has proven to be a difficult task in earlier work,
clearly differentiating among the various methods ap-
plied.37,45

The importance of this last characteristic of the
training set cannot be overemphasized. We have ob-
served that data sets used to characterize scoring
functions frequently fall into two categories: those that
most scoring functions do well against and those that
most scoring functions fail against.46 Good performance
against a test data set does not necessarily validate a
scoring function. This is a necessary but not sufficient
criterion. One must also demonstrate that the data set
is selective for better scoring functions or, conversely,
that there are reasonable scoring functions that fail (or
at least do appreciably more poorly) for the same data
set. Unfortunately, many new scoring methods are only
validated against data sets of unknown selectivity. This
includes some of the promising MM-PBSA publications.
The 16 p38 MAP kinase ligand set we employ in this
paper has been validated in previous work to be selec-
tive.

The free energy of binding for a protein P and ligand
L can be calculated as

where 〈GP.L〉, 〈GP〉, and 〈GL〉 are the free energies of the
protein + ligand complex, the protein, and the ligand,
respectively, averaged over a set of snapshots taken to
represent the ensemble of available states. This set of
snapshots is generated using molecular dynamics (MD).

With the MM-PBSA approach, the free energy for any
single snapshot structure, Gmol, is given as24

VMM is the total molecular mechanical energy in the gas
phase. Gsolv is the solvation free energy, itself the sum
of electrostatic and nonpolar contributions:

Figure 1. Scaffold class for all p38 variants examined. All
ligands in the series are defined by differences at positions
R1, R2, and R3, as given in Table 1.

Table 1. Ligands for Which Binding Energies Were
Determineda

sequence no. R1 R2 R3 pIC50

1 H H H 6.602
2 H H F 7.000
3 H H CH3 5.854
4 H Cl Cl 6.097
5 H CH3 H 5.854
6 H CH3 CH3 5.721
7 H F H 6.347
8 CH3 H H 6.699
9 H Cl F 6.301

10 H Cl H 6.553
11 CH3 H Cl 6.745
12 Br H H 6.602
13 CH3 H CH3 6.577
14 OH H H 6.444
15 NH2 H F 6.658
16 Cl H F 7.444

a Refer to Figure 1 for the definitions of the R1, R2, and R3
substitutents. Data are from ref 37.

∆Gbind ) 〈GP.L〉 - 〈GP〉 - 〈GL〉 (1)

Gmol ) VMM + Gsolv - TSsolute (2)

Gsolv ) Gelec + Gnonpolar (3)
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Ssolute is the entropy of the solute. The essence of the
MM-PBSA method lies in how the various contributions
are estimated. VMM is calculated for the unsolvated
molecule using the standard molecular mechanics force
field47

without applying any cutoff to nonbonded interactions
and subject to the same moving atom restraints (“belly”)
as the MD simulation used to generate the snapshot.
Here, we use the Sander module of the Amber pro-
gram48 along with the force field parameters described
below to perform the VMM. The electrostatic contribution
to the free energy is calculated using a finite difference
solution to the Poisson-Boltzmann (PB) equation.49,50

Delphi II51 is used to determine the PB energy. Dielec-
tric constants of 1.0 and 80.0 are used for the interior
and exterior of the molecule, respectively. A cubic lattice
is used, and the largest dimension of the cubic lattice
is 80% filled by the longest dimension of the molecule.
The Poisson-Boltzmann equation was iteratively solved
using 1000 linear steps of finite difference, with a
Coulombic boundary condition. The dielectric boundary
is defined using a 1.4 Å probe water on the atomic
surface. The Parse52 set of radii were used for atoms of
the molecule plus radii of 1.55, 1.748, and 2.02 Å,
respectively, for F, Cl, and Br, which are the radii for
these ions in the Amber Parm99 force field reduced by
0.2 Å (the approximate difference between radii in
Parm99 and Parse radii). For consistency, the atomic
charges used are the same as those used in our previous
studies of this test system, which are Cornell et al.
charges47 for the protein and ESP-fitted ab initio
charges (3-21g*/6-31g* MK charges53) for the inhibitors.

The nonbonded contribution is estimated from the
solvent accessible surface area (SA), using the algorithm
of Sanner54 and the relationship

with γ taken to be 0.004 52 kcal/Å2 and b taken to be
0.92 kcal/mol,52 as is standard in the MM-PBSA work
that has been published. Finally, the solute entropy S
for each species is estimated using a normal mode
calculation55 for a snapshot of the structure minimized
in a vacuum with a distance-dependent dielectric of ε

) 4r to a root-mean-square gradient of less than 10-4

kcal mol-1 Å-1. The nmode module of the Amber
package is used to perform this part of the calculation.

As per eq 1, we need to determine the free energies
for all members of a set of states that represent the
ensemble of configurations available to the molecule.
These values are then averaged to give an effective free
energy. To generate these states, MD was run using the
Sander module of the Amber 5 program.48 All force field
parameters used to run MD were identical to those used

in our previous thermodynamic integration free energy
work:37 protein and water nonbonded parameters are
from the Cornell et al. force field,47 as are nonbonded
parameters for the inhibitors; ESP-fitted ab initio
charges are used for the inhibitors (see above); and
internal parameters for the inhibitors are assigned
according to the Charmm Parm22 force field.56

For all MD simulations, a 2 fs time step was used and
SHAKE restraints57 were applied to all bonds not
including a hydrogen. A 16 Å cap of TIP3P58 water was
added to the system centered on the ligand, and during
simulations this cap was restrained with a 1 kcal/mol
half-harmonic restraint at the outer boundary. A moving
belly consisting of all atoms within 12 Å of the inhibitor
was defined. During the simulations, all waters, all
atoms of the ligand, and any atoms of the protein within
the belly were free to move. These conditions were again
chosen to be identical to those used in our previous free
energy studies on this system.45 It was important to
keep this part of the protocol as similar as possible to
that of the previous study because the purpose of this
study was to determine how well the current method
performs compared to the method applied earlier.

In total, four different simulations were performed for
each of the 16 protein + ligand complexes. In the first
set, 200 ps of equilibration were followed by 1 ns of
sampling, and no position restraints were placed on the
moving protein or ligand atoms. In the second set, 200
ps of equilibration were followed by 1 ns of sampling
and 0.5 kcal mol-1 Å-1 harmonic position restraints
were placed on the positions of the moving protein
atoms. In the third set, the ending coordinates of the
first simulation were equilibrated for another 200 ps
(making the effective equilibration 1.4 ns) and this was
followed by 5 ns of sampling with no position restraints
on the moving protein. In the fourth set, the ending
coordinates of the second simulation were equilibrated
for another 200 ps (effective equilibrium 1.4 ns) and this
was followed by 5 ns of sampling with 0.5 kcal mol-1

Å-1 harmonic restraints on the moving atoms of the
protein.

From the resulting trajectories, snapshots were ex-
tracted every 10 ps to use in calculating VMM and Gsolv,
giving 100 snapshots for the 1 ns runs and 500 snap-
shots for the 5 ns runs. Solvent water was stripped off
of these snapshots before they were used. It was not
possible to use snapshots of the entire system when
performing the normal modes analysis required to
determine Ssolute or Scomplex owing to the impossibly large
memory requirements of such systems when performing
the analysis. For this reason, an 8 Å sphere of atoms
centered on the ligand was extracted for each snapshot
and these were used when performing the normal modes
analysis. In addition, owing to the substantially larger
CPU requirements of the normal modes analysis (as
well as the intrinsically very approximate nature of this
term in the calculation), snapshots for normal modes
analysis were extracted every 100 ps, yielding 10
snapshots for the 1 ns runs and 50 snapshots for the 5
ns runs.

In addition to the simulations already described for
the protein + ligand (P + L) complexes, separate
analogous simulations were run for the ligands (L) alone
and for the unbound protein (P). The simulations of the

Vamber ) ∑
bonds

Kr(r - req)
2 +

∑
angles

(θ - θeq)
2 + ∑

dihedrals

Vn

2
(1 + cos(nφ - γ)) +

∑
i<j{[ Aij

Rij
12

-
Bij

Rij
6] +

qiqj

εRij} (4)

Gnonpolar ) γ SA + b (5)
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ligand alone were run in a periodic box of TIP3P water
approximately 30 Å on a side at a constant pressure of
1 atm. The simulation conditions for the protein by itself
were identical to those for the protein + ligand complex.
These simulations allow us to compare two protocols for
calculating the MM-PBSA energies: (1) all snapshots
for P + L, P, and L are taken from a single P + L MD
simulation (hereafter “single run”); (2) snapshots for the
P + L are taken from the P + L MD simulation; those
for the protein alone are taken from a simulation of the
protein alone, and those for the ligand alone are taken
from a simulation of the ligand by itself (hereafter
“separate run”). The latter protocol is more rigorous, but
the former protocol has been used in some earlier
work30,32,34 and is appealing because it requires fewer
simulations.

The calculations required to evaluate the MM-PBSA
energy are not cheap. On an Intel Pentium 4 2.53 GHz
PC, the MM-PBSA calculation, exclusive of the normal
modes contribution, requires approximately 5.5 min of
CPU time for each snapshot (P + L, P, and L). The
normal modes evaluation required for each snapshot
takes approximately 22 min. Total CPU time required
to calculate each value of ∆G is determined by multiply-
ing these snapshot requirements by the numbers of
snapshots stored and evaluated, which is 100-500 for

the non-normal-modes part of the calculation and 10-
50 for the normal modes contribution. Thus, the total
CPU requirement per ∆G calculated was roughly 13 h
for each of the 1 ns runs and 65 h for each of the 5 ns
runs. These total times are for each ligand, with the
total times for all 16 ligands being 208 and 1040 h,
respectively (and roughly 4 times these net amounts for
the four different protocols tested herein). These calcu-
lation times do not include the CPU time required to
generate the MD ensembles, which ranged from 160 to
234 CPU hours for each of the protocols run for 1 ns
and from 800 to 1170 CPU hours for each of the
protocols run for 5 ns. Thus, the total CPU time required
per protocol ranged from 368 to 442 CPU hours (1 ns
runs) and 1840-2210 CPU hours (5 ns runs).

Results
The results from the four restrained simulations are

presented in Figure 2. Clockwise from upper left, these
are the 1 ns “single run” simulation, the 1 ns “separate
run” simulation, the 5 ns “separate run” simulation, and
the 5 ns “single run” simulation. In each case, ∆G
calculated using the MM-PBSA approach is plotted on
the y axis against the experimental value of pIC50. As
can be seen, the results are quite poor for the runs using
only 1 ns of sampling. When 5 ns of sampling is
employed, the results get better, with appreciably better

Figure 2. Free energy of binding ∆G for each p38 inhibitor as calculated using MM-PBSA versus the experimentally measured
pIC50. Results for the four protocols with a 0.5 kcal/mol positional restraint on the moving atoms of the protein are shown: (upper
left) 1 ns sampling, snapshots for protein, protein + ligand, and ligand derived from a single MD run (“single run”); (upper right)
1 ns sampling, snapshots for protein, protein + ligand, and ligand derived from separate MD runs (“separate runs”); (lower left)
5 ns sampling, single run; (lower right) 5 ns sampling, separate runs. The line drawn in each plot is a least-squares fit to those
points that suggest, on an empirical qualitative basis, a linear correlation. This line is shown for visual emphasis.
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predictive agreement for the separate run protocol. (A
least-squares best fit line to the data is plotted in
each case. Note that this line is fit only to those
points that suggest, on an empirical basis, the best
linear correlation; the line is shown for visual emphasis
only.)

Results from the analogous set of simulations, in the
case of no restraints on the system, are shown in Figure
3. By comparison to Figure 2, one can see that agree-
ment for these simulations is overall relatively poorer.
There is one exception: the 1 ns simulation using
separate runs appears modestly predictive. However,
given the fact that the 5 ns simulation using otherwise
the same protocol yields considerably poorer results, it
is difficult to place much faith in the 1 ns results.
Previously, we observed similar behavior for this system
when analyzing the results of TI calculations with no
restraints.

As noted, we chose to apply the MM-PBSA method
to this p38 test system in part because we had already
applied a number of other techniques to this same data
set.37 In Figure 4 we present, for comparison, the results
for the p38 ligand series using TI, OWFEG, and the
widely used scoring potentials ChemScore, PLPscore,
and Dock Energy Score. Chemscore, PLPscore, and Dock
Energy Score are all simple and very fast methods.
OWFEG is a grid-based scoring method where the value
at each point on the grid is determined from the single-

window free energy perturbation for growing a probe
atom at that site. Generating the grid can be time-
consuming, but once the grid is generated, any number
of compounds can be quickly scored as quickly as with
the other rapid methods. Therefore, in examining the
results from these methods, one should consider MM-
PBSA and TI to be very time-consuming and the
remaining approaches to be fast.

Comparing these results visually to the best results
we obtained using MM-PBSA (5 ns, separate run,
restraints; bottom right-hand corner of Figure 2), we see
that the MM-PBSA results are roughly comparable to
those using PLPscore and ChemScore, a bit worse than
Dock Energy Score, and surely inferior to those obtained
using either TI or OWFEG.

To set the comparison on a more quantitative footing,
we applied the predictive index (PI)37 for the MM-PBSA
method. The PI is calculated as follows:

with

Figure 3. Free energy of binding ∆G for each p38 inhibitor as calculated using MM-PBSA versus the experimentally measured
pIC50. Results for the four protocols with no restraints on the moving atoms of the protein are shown: (upper left) 1 ns sampling,
single run; (upper right) 1 ns sampling, separate runs; (lower left) 5 ns sampling, single run; (lower right) 5 ns sampling, separate
runs. The line drawn in each plot is a least-squares fit to those points that suggest, on an empirical qualitative basis, a linear
correlation. This line is shown for visual emphasis.

PI )

∑
j>i

∑
i

wijCij

∑
j>i

∑
i

wij

(6)

wij ) |E(j) - E(i)| (7)
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and

P(i) is the calculated binding score assigned to ligand i
by the model, and E(i) is the corresponding experimental
pKi (or pIC50). A PI of 1.0 would indicate that for any
two molecules, the calculation correctly predicts which
of those two molecules is, experimentally, lower in
energy. A PI of -1.0 would indicate that the model
incorrectly predicts the lower energy molecule in every
case. A PI of 0.0 would be the expected result from
completely random predictions.

The predictive indices for each of the eight MM-PBSA
calculations performed are given in Table 2, along with
the PI values for the other methods applied to this same
data set. As can be seen, the PI for the MM-PBSA
method, for the best restrained case, is roughly in line
with that for ChemScore, somewhat better than that
for PLPscore, somewhat worse than that for Dock
Energy Score, and appreciably worse than that for
either TI or OWFEG. One point bears mentioning. The
PI value for the 5 ns, separate runs, restrained MM-
PBSA reflects a particular anomaly with this set:
significantly off-line predictions for both the experimen-

tally highest energy (worst) binder (the point at [5.8,
7.6] in the lower left-hand corner of the figure, sequence
number 4 in Table 1) and for the experimentally second-
lowest energy binder (the point at [7.4, 17.6] in the
upper right-hand corner of the figure, sequence number
16 in Table 1). Both of these points will have a very large
deleterious affect on the calculated value of PI because
they result in the wrong prediction for any pair of points
that includes either of them. The PI recalculated remov-
ing these two points is a respectable 0.51. It is further
worth noting that the compounds represented by these
outlier points are both among the four outlier com-
pounds poorly predicted using TI (Figure 4). The poor
behavior for these points in both the TI case and the
MM-PBSA case implies that this may reflect a defi-
ciency in the force field used for these calculations, given
that the same force field was used for both. In a previous
study, despite extensive efforts, we were not able to
ascertain any procedural/methodological reasons for the
anomalous predictions for these compounds using the
TI method.37

For the unrestrained 1 ns simulation with separate
runs, we obtain a promising PI of 0.45, which places
this protocol well ahead of ChemScore, PLPscore, and
Dock Energy Score, though still worse than OWFEG or
TI. However, two things temper our enthusiasm for this
result. First, the PI for the longer (and presumably more
accurate) 5 ns run with the same protocol is appreciably
worse (0.163). In addition, looking at the results from
this run (Figure 3, upper right) we see that the scores
are only very crudely predictive. That is, the worst four
binders are scattered randomly in a cluster at the upper
left of the plot, the best binder is predicted to be
reasonably low in energy (but not as low as three
outliers at the bottom of the plot), and the remainder
of the points are clustered randomly in the middle of
the plot. In essence, the PI reflects an acceptable line
to just three effective “points” (two clusters of points at
the singleton at the right), with three additional points
significantly off line. Combined with the fact that the
fit does not tighten up (but instead worsens) with
additional sampling, we are inclined to characterize the
relatively high PI for this set as fortuitous.

A comparison of the 1 and 5 ns separate run sampling
results in Figure 2 demonstrates rather clearly that the

Figure 4. Predicted binding scores for the p38 ligands as
calculated using five scoring schemes: TI, OWFEG, Chem-
Score, PLPScore, and Dock Energy Score. The line in each plot
is a fit to those points that most strongly suggest, on an
empirical qualitative basis, a linear correlation. This is
intended as a visual cue and is not a least-squares fit to all
the data.

Cij ) {1 if [E(j) - E(i)]/[P(j) - P(i)] < 0
-1 if [E(j) - E(i)]/[P(j) - P(i)] > 0
0 if [P(j) - P(i)] ) 0

(8)

Table 2. Predictive Indices (PI) for Various Scoring Methods

scoring method PI

thermodynamic integration (TI) 0.85
OWFEG 0.56
ChemScore 0.04
PLPScore -0.05
Dock Energy Score 0.25
MM-PBSA, 1 ns, single run, restrain protein 0.16
MM-PBSA, 1 ns, separate runs, restrain protein 0.18
MM-PBSA, 5 ns, single run, restrain protein -0.04
MM-PBSA, 5 ns, separate runs, restrain protein 0.03
MM-PBSA, 1 ns, single run, no restraints 0.04
MM-PBSA, 1 ns, separate runs, no restraints 0.45
MM-PBSA, 5 ns, single run, no restraints 0.06
MM-PBSA, 5 ns, separate runs, no restraints 0.16
MM-PBSA, 5 ns, separate runs, restrain protein.

Remove outlier points for ligands 4 and 16
(see text)

0.51

The Predictive Index (PI) is defined in Equations (6)-(8). A
predictive index of 1 indicates perfect relative prediction for a
series. A predictive index of 0 is essentially random prediction.
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results are considerably improved with the increased
sampling. It is possible that further improvement could
be attained by even more sampling. However, the high
CPU cost of these calculations placed extension of these
calculations to 10 or 20 ns beyond the scope of this
study. It is worth noting that the protein + ligand TI
calculations, which performed admirably for this series,
used 420 ps of sampling in each “direction” (λ, 0 f 1
and λ, 1 f 0) for a net total of 840 ps of sampling. The
free energy values in the two directions are averaged
to give the net ∆G. The OWFEG grids, which also scored
this set reasonably well, were based on 1 ns of sampling.
The quality of the predictions from both TI and OWFEG
free energy simulations depends critically on how suc-
cessfully we have sampled the important conformational
substates available to the molecules of interest. Thus,
we can infer from the good TI and OWFEG results that
the amount of sampling afforded these simulations (e1
ns) is sufficient to sample these substates. Since the
MM-PBSA calculations presented here used the same
force field and same simulation conditions (and were
applied to the same ligands) as those used in the TI and
OWFEG calculations, we expect that the 1 ns simula-
tions used to evaluate the MM-PBSA energies should
have been sufficiently long to sample the important
conformational substates; missing important substates
is not likely the reason for the poor MM-PBSA results.

It may be that inherent errors in calculating the MM-
PBSA energy for a single snapshot are so large that
greater sampling (and hence more snapshots) is re-
quired to average out the errors. The rms deviations
from the starting structure for the protein + ligand
complex and for the protein itself are shown as a
function of time for the 5 ns runs in Figure 5. In these
plots, the solid line represents the complex and the
dashed line represents the protein by itself. Expectedly,
the rms is stable throughout the run for the restrained
simulation. For the unrestrained simulation, it appears
that while the complex is relatively stable throughout
the run (recall that the 5 ns simulation starts with
coordinates already equilibrated for 1.4 ns), the unbound
protein continues to shift relative to the starting coor-
dinates until about 3 ns of simulation. However, MM-
PBSA free energies obtained using just the last 2 ns of

the simulation are effectively the same as those obtained
using snapshots from the entire 5 ns of simulation (not
shown).

Discussion

The intent of this study was to determine if the MM-
PBSA protocol should be added to the list of methods
that should be considered when attempting to predict
the binding behavior for a series of ligands in a binding
sight. From the results we have presented, the answer
would appear to be “no”. The method proved appreciably
worse than either TI or OWFEG for the p38 series and
worse than Dock Energy Score. Arguably, the method
performs better than PLPscore or Dock Energy Score
on this series, but that still places it a distant fourth in
the rankings. This is poor performance indeed, when
one considers the CPU investment MM-PBSA requires.
By comparison, the exact free energy TI method requires
less than 1/6 to 1/7 the amount of CPU time per ligand
to run a “forward/reverse” cycle. OWFEG requires
roughly 17 CPU hours total (to generate a single scoring
grid, at which point scoring of any number of ligands
takes only seconds) or less than 1/100 the time of the MM-
PBSA method for the 16 ligand series. ChemScore,
PLPscore, and Dock Energy Score take about a minute
(or less) to perform.

It is not clear if the performance of MM-PBSA would
continue to move up in the ranks as the amount of
sampling increases. It seems that the results for 5 ns
of sampling are, in the restrained case, appreciably
better than those for 1 ns of sampling, based on both
empirical observation and PI values if one removes the
two outlier points. But even if the method continues to
improve with greater sampling, it would not be realistic
to expect the predictions using this method to approach
those of TI. In essence, the method is simply not cost-
effective for this system. (It is important to note that
the TI, OWFEG, and MM-PBSA simulations used the
same force field parameters, which eliminates issues
related to these parameters in comparing the efficacies
of the various methods.) For the unrestrained protocol,
we found that the results using the separate runs
actually get worse as the sampling is increased. We
think this reflects fortuitously good results at 1 ns and

Figure 5. Root-mean-squared (rms) deviations from the initial coordinates for all of the heavy atoms of the protein, or of the
protein + ligand complex, as a function of simulation time. Results are shown for the 5 ns simulations using separate simulations
for the protein and for the protein + ligand complex. The solid lines represent the complex, and the dashed lines represent the
protein: (left) run using restraints on atomic positions; (right) run without restraints on atomic positions. Results are for complex
16 in Table 1 but are similar for all complexes.
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demonstrates the importance of verifying what may
appear to be good results with a single set of simula-
tions. With respect to sampling, it is also instructive to
examine the standard deviations in Table 3. Note the
very large variations in the calculated VMM potential and
PB electrostatic energies for the runs where separate
simulations were carried out for the P + L, P, and L
components. Provided that the structures in each sepa-
rate simulation are merely undergoing modest fluctua-
tions about a well-defined mean, one might argue that
the variance calculated from the snapshots (which are,
effectively, arbitrarily grouped together as sets when
the simulations are run separately) might overstate the
uncertainty in the results. But nonetheless, this sug-
gests that these simulations might need to be run a very
long time to obtain truly converged results. Alternately,
doing the MM-PBSA calculation based on a modest
number of snapshots may not be advisable. Note that
this is a protocol we have copied from all earlier MM-
PBSA applications, and it is a protocol used because of
the enormous costs associated with increasing the
number of snapshots.

It has been suggested that one way to reduce the cost
of MM-PBSA simulations is to generate the required
complex, protein, and ligand snapshots from a single
MD simulation of the complex. The value of this
approach is questionable on two counts. First, the MD
simulation itself is only a modest, small part of the total
cost of the calculation. For the p38 series, one 5 ns MD
simulation of the complex took roughly 50 h (or 16 ×
50 ) 800 CPU hours for the series). A separate simula-
tion of the protein took another 50 h, and each simula-
tion of a ligand took roughly 20 h. So the protocol where
separate simulations of the three components were
performed required an additional 50 + (20)(16) ) 370
CPU hours for the series, for a sum total of 1170 CPU
hours. This net difference of 370 CPU hours is relative
to a total MD + MM-PBSA CPU time with separate
runs of (1040 + 1170 ) 2210 CPU hours). Thus, the
savings is roughly a sixth of the total CPU time required
for the series, and while this is not inconsequential, it
is only a moderate improvement in a fractional sense.
More importantly, results using the separate run pro-
tocol are unquestionably better in every case. Given the
intrinsic costs of these calculations, an attempt to shave
a quarter off the total simulation time to attain ap-
preciably poorer results seems foolish.

Not unexpectedly, with one exception we found rather
poorer agreement with experiment in the cases where
no restraints were placed on the system. Using the same
force field, we found similar results previously using TI.
This most likely reflects a combination of deficiencies
in the force field and an inability to sample all the
conformational substates available to the system when
all degrees of freedom are free to move. The fact that in
using TI we obtained such good agreement while using
the restrained system implies that the removal of these
substates is, by and large, an acceptable compromise.

The MM-PBSA method calculates absolute free ener-
gies for various states, and so with this method we
should be able to calculate the absolute free energy of
binding. This might suggest converting the experimen-
tal IC50 values into (approximate) binding free energies
and plotting against these latter values. The reason we

did not do this is to maintain consistency with our
previous work on this data set. Whether to plot against
the approximate experimental ∆G is really a matter of
preference, and doing so would not change any of our
conclusions or any of the analysis. In addition, it should
be noted that the ∆G values we have calculated for this
system using MM-PBSA are far from the experimental
values on an absolute scale (Table 3). This is irrelevant
when using the method as a scoring function, since the
question is typically “which ligand binds better”. That
is the context in which all the scoring functions are
being evaluated here. Nonphysical aspects of the pro-
tocol (nonmoving belly atoms, position restraints) prob-
ably contribute to the generally poor absolute agreement
between the MM-PBSA and experimental results but
do not (given the good results using TI and OWFEG
with the exact same protocol) adversely affect the ability
to make good relative predictions.

It is very important to note the limitations of our
conclusions. We can say with certainty that the MM-
PBSA method is poorly suited to our test system. Does
this mean it is a poor choice for any congeneric set of
ligands for any protein? No, surely not. As we have
noted, some data sets can be reasonably well predicted
by many/most reasonable scoring functions and we do
not have evidence that MM-PBSA would not work in
such a case. However, a scoring function must be
predictive, reliable, and cost-effective, and our results
raise doubts about whether MM-PBSA could be ex-
pected to fulfill those criteria for systems where other
trusted methods are available.

This does not mean that the MM-PBSA method has
no usefulness. Quite the contrary: Our results using 5
ns and separate runs (Figure 2, lower right) demon-
strate that MM-PBSA is able to make passable predic-
tions given enough care and enough computer resources.
It fails in the present case where other, more precise
methods can easily be applied. But MM-PBSA has a
significant advantage over these other approaches in
terms of the scope of applicability. That is because MM-
PBSA calculates an absolute free energy for each
species. TI and OWFEG calculate relative free energies,
and the other, essentially empirical methods have
significant troubles when comparing systems that are
very different from one another. It has been shown that
MM-PBSA can, in fact, be applied to different macro-
systems that are well beyond the scope of these other
approaches,33 such as the helical preferences of DNA.24

That is not to minimize the lessons of this paper:
Significant amounts of sampling are surely required to
get reliable, reproducible results, and one should avoid
penny-wise, pound-foolish traps such as using one
simulation to generate all the required snapshots.

Finally, it is important to discuss the results we have
obtained in light of other, apparently better, results
using MM-PBSA to predict binding for a series of
ligands that have appeared in the literature.27,30,32,34

When interpreting the results from a study that at-
tempts to predict series data, one must consider several
factors. First, how many compounds are predicted? The
greater the number of compounds in the series, the
better will be the reliability of the fit (or lack thereof).
Second, what range in Ki (IC50) do the compounds span?
Preferably, they should evenly span at least 2-3 orders
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Table 3. Components of Free Energiesa

no. ∆Vmm ∆∆Gnonpolar ∆∆Gelec(PB) -T∆S ∆Gtotal ∆Gexpt

1 ns, Single Run, Restraints
1 -58.23(3.34) -3.90(0.06) 37.88(2.72) 21.00(4.05) -3.26(4.92) -9.06
2 -59.62(3.32) -3.95(0.06) 38.42(2.76) 20.03(4.99) -5.12(5.78) -9.61
3 -60.78(3.29) -4.02(0.09) 38.69(2.58) 16.61(4.26) -9.51(5.15) -8.03
4 -59.99(3.23) -4.19(0.09) 39.16(2.96) 15.93(4.49) -9.09(5.23) -8.37
5 -59.48(3.15) -4.13(0.14) 40.56(4.46) 25.04(5.48) 2.00(6.38) -8.03
6 -59.58(3.01) -4.16(0.10) 39.29(3.00) 21.37(4.84) -3.08(5.58) -7.85
7 -45.25(8.72) -1.77(0.17) 46.86(9.99) 19.48(9.68) 19.33(10.22) -8.71
8 -57.37(3.10) -4.05(0.10) 38.01(3.43) 18.95(5.30) -4.47(6.08) -9.20
9 -57.85(3.17) -4.23(0.12) 38.63(2.85) 20.25(5.62) -3.20(6.49) -8.65

10 -60.67(3.60) -4.13(0.10) 40.91(3.24) 19.91(6.98) -3.98(7.70) -9.00
11 -61.01(3.09) -4.15(0.06) 38.38(2.82) 24.47(3.67) -2.30(4.47) -9.26
12 -62.73(3.70) -4.24(0.09) 45.15(3.25) 20.08(4.42) -1.74(5.34) -9.06
13 -61.83(3.58) -4.19(0.10) 39.22(2.81) 20.73(4.25) -6.08(5.17) -9.03
14 -60.37(4.45) -4.01(0.08) 44.12(4.38) 20.94(4.64) 0.68(5.43) -8.85
15 -62.51(3.68) -4.14(0.08) 45.39(3.84) 18.19(7.30) -3.07(7.97) -9.14
16 -64.31(3.54) -4.37(0.14) 43.39(3.29) 19.46(5.06) -5.84(5.91) -10.22

5 ns, Single Run, Restraints
1 -58.84(3.44) -3.91(0.07) 38.57(2.63) 20.36(4.66) -3.82(5.55) -9.06
2 -59.63(3.13) -3.97(0.07) 38.25(2.72) 18.88(5.15) -6.46(5.83) -9.61
3 -60.68(3.27) -4.00(0.08) 38.68(2.44) 18.71(4.42) -7.29(5.21) -8.03
4 -60.39(3.45) -4.17(0.09) 39.33(2.97) 20.82(4.96) -4.41(5.78) -8.37
5 -59.47(3.77) -4.09(0.14) 40.47(4.31) 20.97(4.88) -2.12(5.88) -8.03
6 -59.61(3.25) -4.16(0.10) 39.17(2.77) 21.48(4.40) -3.11(5.34) -7.85
7 -47.25(1.93) -1.81(0.09) 49.69(4.02) 16.19(7.34) 16.81(8.15) -8.71
8 -57.57(3.29) -4.05(0.10) 37.84(3.12) 18.56(6.02) -5.22(6.76) -9.20
9 -58.22(3.50) -4.21(0.12) 38.10(2.71) 19.79(4.46) -4.53(5.38) -8.65

10 -60.35(3.59) -4.13(0.09) 40.91(3.36) 19.73(3.91) -3.84(5.08) -9.00
11 -60.56(3.15) -4.15(0.07) 38.33(2.79) 22.70(6.22) -3.67(6.76) -9.26
12 -61.57(3.84) -4.23(0.12) 44.41(3.57) 20.24(4.75) -1.15(5.71) -9.06
13 -62.47(3.34) -4.20(0.10) 39.97(2.60) 20.02(5.79) -6.69(6.47) -9.03
14 -60.03(3.91) -4.00(0.08) 43.62(3.63) 20.08(5.26) -0.33(6.15) -8.85
15 -63.00(4.02) -4.15(0.09) 45.85(4.26) 19.33(6.57) -1.97(7.25) -9.14
16 -64.25(3.54) -4.39(0.11) 43.50(3.39) 22.94(4.98) -2.20(5.94) -10.22

1 ns, Separate Runs, Restraints
1 -44.41(36.35) -4.01(0.32) 46.24(22.90) 19.24(4.63) 17.06(34.35) -9.06
2 -43.34(33.94) -3.99(0.40) 41.93(21.61) 18.70(5.14) 13.31(30.97) -9.61
3 -52.50(36.71) -4.04(0.37) 53.72(22.94) 16.71(5.23) 13.89(32.77) -8.03
4 -29.51(35.51) -4.18(0.36) 39.93(20.89) 17.67(5.07) 23.91(32.19) -8.37
5 -45.06(33.33) -4.22(0.32) 47.61(22.23) 21.51(3.71) 19.84(32.81) -8.03
6 -42.51(32.26) -4.18(0.34) 46.34(22.60) 18.92(5.54) 18.58(28.72) -7.85
7 -39.23(27.47) -1.80(0.35) 57.09(24.42) 18.94(8.08) 35.00(28.37) -8.71
8 -38.42(38.34) -4.05(0.37) 41.70(22.07) 18.40(4.23) 17.64(34.69) -9.20
9 -40.73(36.47) -4.30(0.36) 39.85(22.07) 18.45(5.20) 13.28(32.43) -8.65

10 -41.05(31.47) -4.19(0.34) 47.36(20.72) 18.79(4.57) 20.91(32.32) -9.00
11 -43.89(33.97) -4.22(0.38) 44.31(21.39) 22.57(2.86) 18.77(30.48) -9.26
12 -32.94(38.60) -4.18(0.35) 45.65(20.58) 19.08(3.17) 27.61(32.34) -9.06
13 -45.45(37.73) -4.23(0.36) 41.33(23.69) 19.31(3.77) 10.95(32.14) -9.03
14 -47.65(34.20) -4.07(0.30) 55.47(23.37) 18.67(4.06) 22.42(28.01) -8.85
15 -37.35(33.77) -4.20(0.39) 47.35(21.69) 17.42(4.01) 23.22(30.02) -9.14
16 -44.59(37.04) -4.32(0.38) 45.85(20.86) 18.81(6.02) 15.76(34.24) -10.22

5 ns, Separate Runs, Restraints
1 -49.75(36.06) -3.95(0.35) 45.37(20.57) 18.66(4.98) 10.33(33.19) -9.06
2 -44.41(33.63) -4.00(0.34) 40.94(20.28) 18.03(5.61) 10.56(30.71) -9.61
3 -58.79(36.32) -3.98(0.35) 52.44(20.83) 17.93(4.94) 7.60(32.90) -8.03
4 -36.41(34.01) -4.12(0.35) 37.48(20.87) 18.44(5.80) 15.39(31.14) -8.37
5 -42.15(35.83) -4.07(0.34) 42.10(20.75) 19.90(5.89) 15.78(33.88) -8.03
6 -38.67(37.06) -4.10(0.37) 39.05(21.92) 20.42(5.46) 16.70(33.89) -7.85
7 -44.10(35.04) -1.74(0.35) 54.40(20.39) 14.20(7.90) 22.77(33.13) -8.71
8 -45.24(36.48) -4.03(0.36) 38.70(21.74) 18.34(6.28) 7.77(32.58) -9.20
9 -33.84(33.88) -4.19(0.36) 31.72(20.71) 18.73(5.90) 12.43(31.36) -8.65

10 -42.57(36.45) -4.12(0.36) 41.63(21.00) 18.68(5.42) 13.62(34.23) -9.00
11 -46.17(37.02) -4.12(0.35) 41.13(21.69) 21.08(5.39) 11.92(32.74) -9.26
12 -36.61(34.46) -4.10(0.38) 42.67(20.64) 18.85(5.18) 20.81(33.07) -9.06
13 -48.60(35.01) -4.21(0.35) 41.04(21.22) 18.92(5.22) 7.15(31.48) -9.03
14 -43.51(34.68) -3.97(0.34) 47.57(20.93) 19.57(5.90) 19.66(31.70) -8.85
15 -41.02(36.77) -4.12(0.36) 43.53(20.96) 17.31(6.74) 15.69(33.83) -9.14
16 -40.31(35.14) -4.28(0.37) 41.87(21.35) 20.35(5.34) 17.62(32.39) -10.22
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Table 3. (Continued)

no. ∆Vmm ∆∆Gnonpolar ∆∆Gelec(PB) -T∆S ∆Gtotal ∆Gexpt

1 ns, Single Run, No Restraints
1 -59.30(3.37) -4.18(0.18) 40.42(4.00) 18.55(5.52) -4.51(6.41) -9.06
2 -55.48(4.15) -4.05(0.15) 35.20(3.66) 17.81(4.18) -6.51(5.54) -9.61
3 -60.32(4.54) -4.12(0.18) 42.75(4.74) 15.21(6.82) -6.48(8.23) -8.03
4 -58.30(5.83) -4.22(0.23) 40.09(5.96) 14.79(3.58) -7.64(5.32) -8.37
5 -60.35(4.60) -4.17(0.13) 39.26(4.34) 20.04(6.86) -5.23(7.93) -8.03
6 -61.89(4.06) -4.23(0.15) 44.12(4.19) 18.52(6.27) -3.49(7.25) -7.85
7 -60.33(4.75) -4.07(0.14) 43.12(5.01) 17.49(5.79) -3.79(7.10) -8.71
8 -52.26(5.45) -4.00(0.16) 36.11(4.11) 19.02(3.58) -1.13(5.32) -9.20
9 -54.49(5.20) -4.23(0.16) 36.49(4.25) 13.08(5.25) -9.15(6.36) -8.65

10 -57.11(3.87) -4.24(0.14) 37.41(4.28) 17.79(6.66) -6.15(7.75) -9.00
11 -57.79(3.98) -4.12(0.16) 35.59(3.88) 16.00(4.72) -10.32(5.84) -9.26
12 -59.55(4.78) -4.23(0.15) 42.26(4.25) 15.70(3.17) -5.81(4.87) -9.06
13 -59.73(3.51) -4.25(0.14) 40.79(3.54) 16.04(7.15) -7.15(7.89) -9.03
14 -57.05(5.87) -4.03(0.15) 41.03(5.71) 21.20(3.99) 1.15(5.75) -8.85
15 -61.15(6.59) -4.09(0.20) 45.92(5.95) 21.97(7.48) 2.65(8.34) -9.14
16 -56.25(6.21) -4.17(0.16) 38.38(5.39) 16.41(8.26) -5.63(9.17) -10.22

5 ns, Single Run, No Restraints
1 -57.97(3.83) -4.11(0.19) 39.50(4.27) 18.29(5.28) -4.28(6.49) -9.06
2 -56.89(3.84) -3.95(0.15) 36.67(3.67) 18.16(5.37) -6.01(6.40) -9.61
3 -58.98(5.34) -3.88(0.23) 43.24(5.04) 18.10(6.08) -1.52(7.42) -8.03
4 -58.99(4.84) -4.16(0.16) 39.49(4.59) 15.27(6.09) -8.39(7.09) -8.37
5 -57.71(3.87) -4.08(0.21) 36.07(4.17) 19.34(5.91) -6.39(6.99) -8.03
6 -61.02(5.08) -4.12(0.24) 42.08(5.04) 19.13(6.37) -3.94(7.32) -7.85
7 -61.32(4.06) -4.13(0.15) 43.18(4.58) 17.51(5.78) -4.76(7.06) -8.71
8 -45.85(5.29) -4.03(0.17) 33.60(4.81) 17.29(5.84) 1.01(7.36) -9.20
9 -56.25(4.23) -4.21(0.17) 36.93(3.96) 14.98(5.71) -8.55(6.83) -8.65

10 -46.55(7.33) -4.13(0.16) 31.76(5.75) 15.88(5.90) -3.04(7.99) -9.00
11 -60.06(4.23) -4.23(0.21) 39.88(4.84) 17.44(6.33) -6.97(7.43) -9.26
12 -59.35(4.04) -4.19(0.16) 41.82(4.18) 18.89(6.88) -2.83(7.90) -9.06
13 -60.50(4.24) -4.27(0.15) 40.89(4.01) 16.91(6.36) -6.97(7.53) -9.03
14 -68.24(10.90) -4.11(0.17) 51.37(10.19) 18.13(6.26) -2.85(7.57) -8.85
15 -65.32(8.84) -4.10(0.21) 50.55(8.08) 19.88(6.26) 1.01(7.47) -9.14
16 -59.60(4.67) -4.12(0.21) 38.76(4.35) 18.21(6.48) -6.75(7.50) -10.22

1 ns, Separate Runs, No Restraints
1 -81.10(58.50) -4.75(0.58) 42.58(64.24) 17.75(7.25) -25.51(44.10) -9.06
2 -102.05(60.33) -5.28(0.79) 38.97(48.58) 17.35(6.84) -51.01(39.53) -9.61
3 -55.00(57.99) -4.51(0.78) 19.92(47.31) 17.42(6.35) -22.17(39.92) -8.03
4 -45.52(74.38) -6.41(7.82) 28.08(64.83) 18.60(7.39) -5.25(43.50) -8.37
5 -41.08(55.03) -4.43(0.80) 16.87(49.05) 22.05(7.43) -6.59(38.56) -8.03
6 -96.67(71.31) -5.43(0.83) 64.69(56.97) 20.43(7.32) -16.98(39.36) -7.85
7 -108.81(77.66) -5.43(0.69) 52.24(59.68) 18.15(11.09) -43.86(47.03) -8.71
8 -43.90(68.39) -4.92(0.77) 11.22(59.83) 19.50(8.75) -18.10(41.17) -9.20
9 -100.24(64.83) -5.77(0.86) 30.66(46.71) 16.79(5.03) -58.56(42.08) -8.65

10 -47.40(57.62) -5.86(0.68) 1.10(45.47) 21.67(9.05) -30.49(44.85) -9.00
11 -84.64(67.03) -5.18(0.67) 55.38(52.72) 18.68(7.04) -15.77(44.12) -9.26
12 -66.00(75.39) -5.70(0.76) 24.75(60.46) 17.81(7.07) -29.14(42.74) -9.06
13 -82.80(61.57) -5.73(0.68) 50.26(51.45) 17.87(7.45) -20.39(41.18) -9.03
14 -100.51(52.41) -4.89(0.71) 62.79(44.68) 20.10(7.14) -22.52(38.61) -8.85
15 -62.47(55.26) -5.09(0.72) 32.30(40.79) 20.33(7.72) -14.93(41.15) -9.14
16 -92.77(61.74) -5.14(0.86) 46.85(38.46) 19.64(7.94) -31.42(50.94) -10.22

5 ns, Separate Runs, Restraints
1 -139.66(69.29) -5.80(1.02) 90.18(61.91) 17.77(6.52) -37.50(39.45) -9.06
2 -157.17(67.13) -6.62(1.03) 98.35(57.08) 17.64(6.19) -47.80(38.24) -9.61
3 -57.36(59.21) -6.05(1.16) 35.79(49.69) 20.83(6.02) -6.80(38.91) -8.03
4 -76.54(65.36) -6.39(0.95) 57.08(54.84) 18.36(6.00) -7.49(38.10) -8.37
5 -108.93(66.86) -5.80(1.11) 38.04(57.51) 18.83(6.13) -57.86(39.71) -8.03
6 -139.12(65.79) -6.81(1.04) 103.34(54.51) 20.76(6.02) -21.83(37.57) -7.85
7 -163.73(70.20) -6.86(1.08) 108.14(60.19) 18.16(6.97) -44.29(37.52) -8.71
8 -65.69(70.30) -6.32(1.05) 29.00(62.51) 19.28(5.88) -23.73(39.74) -9.20
9 -123.75(65.06) -6.87(0.92) 60.98(51.77) 18.26(6.10) -51.39(40.15) -8.65

10 -60.41(63.67) -6.44(0.78) 10.17(52.79) 19.97(6.36) -36.72(37.79) -9.00
11 -128.67(68.17) -6.14(0.90) 103.98(59.27) 19.72(6.62) -11.11(39.26) -9.26
12 -117.48(67.22) -6.97(0.97) 53.94(53.72) 18.33(5.84) -52.18(38.25) -9.06
13 -112.08(70.90) -6.83(0.90) 61.19(58.19) 18.73(7.34) -38.98(39.94) -9.03
14 -146.82(73.31) -4.95(0.85) 134.95(71.37) 17.54(5.85) 0.72(39.42) -8.85
15 -110.36(72.02) -6.12(0.99) 79.61(61.84) 20.41(6.69) -16.46(37.56) -9.14
16 -123.71(60.19) -6.84(1.13) 74.13(49.44) 18.32(5.69) -38.11(39.45) -10.22

a All energies in kcal/mol. Energy values in parentheses are the associated root-mean-squared deviations.
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of magnitude. If they do not (if, for example, you have
a cluster of points around one value and another point
far from that point), it is possible to obtain an appar-
ently good measure of correlation even with an unpre-
dictive function. Third, are the experimental data (Ki,
IC50) reliable? Have they been measured in a consistent
fashion? If not (if, for example, they are extracted from
a variety of publications for several laboratories), one
cannot be sure that the variance in the experimental
data is so large that it will mask any true predictivity
(or lack thereof) of the scoring functions. Fourth, and
most critically, does reproducing the ligand data present
a challenge? For example, typical ligand binding data
sets for some proteins, such as HIV-1 protease, are
reasonably well predicted by any acceptable function.45

There are some protein/binder data sets that are ac-
ceptably well predicted by almost any reasonable func-
tion, while other data sets are extremely difficult to
predict. Unfortunately, it is difficult to ascertain the
answers to most of these questions by simply reading a
publication. Only the number of compounds and the
range they span can typically be evaluated. If the results
of applying other methods to a data set are not pre-
sented, it is difficult to ascertain if the data set is truly
selective for good scoring functions.

Looking at the previous publications that have ap-
plied MM-PBSA to series data with more success, it is
not entirely clear why the method is so much less
successful in the present case. The following observa-
tions can be made, though. None of these prior studies
evaluated as many ligands as ours; the number in
previous studies ranges from 7 to 12. In one study, good
correlation is only obtained for two subgroups generated
by dividing the 10 studied ligands of CDK2 into two
groups of 4 and 6, respectively (the division of subgroups
based on chemical structure).27 In another study of 12
ligands of HIV-1 reverse transcriptase, a surprisingly
good rms deviation of only 1.12 kcal/mol is obtained
between MM-PBSA prediction and experiment.30 How-
ever, a plot of calculation versus experiment, while
better than the results we obtained for p38, is not
entirely convincing that the method can reliably predict
small differences in binding energy among the ligands.
In a study of inhibitors of cathepsin D, amazingly good
agreement between MM-PBSA prediction and experi-
ment, both in absolute ∆G and in correlation coefficient
(0.98), is found. However, only seven compounds were
studied. Finally, in a study of ligands to Avidin, cor-
relation between prediction and experiment was an
impressive 0.92 for nine studied compounds.34 One thing
missing from all these studies is a comparison with
other methods on the same series of data. Without this
comparison, it is impossible to determine if, perhaps,
these data are more easily predicted in general by all
scoring functions.

It may simply be that the MM-PBSA method is better
suited to some of these other systems. But if that is the
case (if MM-PBSA only reliably works for some ligand-
protein systems), then a rapid means to figure out
whether a particular system is amenable to this tech-
nique is required. Otherwise, given the enormous
expense of MM-PBSA, it does not make sense to apply
it to these kinds of problems when other, cheaper
methods (which are at least as good) exist.

In the end, it is not really surprising that the MM-
PBSA method did so poorly relative to the other ap-
proaches on this system. After all, this is an approxi-
mate technique that depends on a large number of
assumptions and the total of energies derived from
vastly different calculations. The chances that the errors
from all those assumptions and different calculations
will cancel out in a way that provides a net result
accurate enough to score the binding of a set of ligands
that only differ by a few kcal/mol in their experimental
binding is probably unrealistic. Outside of TI, the other
methods used to score the p38 series are also based on
assumptions and approximations, but not as many, and
the scoring is done using one or more related functions.
MM-PBSA offers the chance to approximate the net free
energy for a system, but even in the best circumstances,
the resultant will be associated with a large error bar.
Thus, in addition to the lessons enumerated above, we
should be sure to pick carefully the systems to which it
is applied, avoiding those where the difference of inter-
est is small.
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